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Shape Correspondence 

Social Network Alignment

Dataset Matching: Various applications require matching structured datasets.
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Cross-lingual Knowledge Graph Alignment

Dataset Matching: Various applications require matching structured datasets.
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Goal:

1.  Compare how similar/different two datasets are?

2.  Obtain alignment that preserves the geometric (graph) structure
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Definition(Memoli’ 11): The GW distance between two metric measure 
spaces                and                is 

where            is the set of probabilities whose marginals are            .
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Definition(Memoli’ 11): The GW distance between two metric measure 
spaces                and                is 

where            is the set of probabilities whose marginals are            .

 Finding the transport map T:

 Preserve the isometric structure 

     

𝑇𝑇
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GW distance computation is a 
nonconvex quadratic problem.  

Birkhoff Polytope (Doubly Stochastic Matrix).
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GW distance computation is a 
nonconvex quadratic problem.  

Replace by permutation matrix -> Quadratic Assignment Problem (QAP) 

NP Complete [Commander ‘05] 
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GW distance computation is a 
nonconvex quadratic problem.  

Converge to local minima?
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The main bottleneck: projecting onto the Birkhoff polytope.
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The main bottleneck: projecting onto the Birkhoff polytope.

1.  Double-Loop Iterative Scheme  
 
2. Approximation (Relaxation)

3. Without any Theoretical Guarantee

4. Overlook Task Information
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The main bottleneck: projecting onto the Birkhoff polytope.

1.  Double-Loop Iterative Scheme  
 
2. Approximation (Relaxation)

3. Without any Theoretical Guarantee

4. Overlook Task Information

Entropic Regularization (eBPG) 

 Sinkhorn -> subroutine 

 Sensitive to hyperparameters

 Result in suboptimal performance on 

shape correspondence. 

Solomon J, Peyré G, Kim V G, et al. Entropic metric alignment for correspondence problems. TOG, 2016.
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The main bottleneck: projecting onto the Birkhoff polytope.

1.  Double-Loop Iterative Scheme  
 
2. Approximation (Relaxation)

3. Without any Theoretical Guarantee

4. Overlook Task Information

Bregman Projected Gradient Descent (BPG) 

 Sinkhorn -> subroutine 

 Result in suboptimal performance on 

graph alignment/partition. 

Xu H, Luo D, Zha H, et al. Gromov-wasserstein learning for graph matching and node embedding, ICML 2019. 
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The main bottleneck: projecting onto the Birkhoff polytope.

1.  Double-Loop Iterative Scheme  
 
2. Approximation (Relaxation)

3. Without any Theoretical Guarantee

4. Overlook Task Information

(Heuristic) BPG-S

 Sinkhorn -> subroutine (only one step)

 Result in suboptimal performance on 

graph alignment/partition. 

Xu H, Luo D, Carin L. Scalable gromov-wasserstein learning for graph partitioning and matching. NeurIPS, 2019.
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The main bottleneck: projecting onto the Birkhoff polytope.

1.  Double-Loop Iterative Scheme  
 
2. Approximation (Relaxation)

3. Without any Theoretical Guarantee

4. Overlook Task Information

Frank-Wolfe (FW)

 Linear programming-> subroutine

 Line search 

 Medium size datasets?

Vayer, Titouan, et al. Optimal Transport for structured data with application on graphs. ICML, 2019.
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Develop two theoretically solid algorithms tailored to 
different graph learning tasks. 

1. Bregman Alternating Projected Gradient (BAPG)

 Single-loop algorithm 

 Compatibility with GPU implementation, 

 Robustness to the step size (the only hyperparameter)

 Low memory cost 

X  Infeasible method

Novel Relaxation



BAPG
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Sacrifice some feasibility to gain both efficiency and accuracy ! 

(a) Graph Alignment (b) Graph Partition (c) Shape Correspondence

Source Target



2D Toy Example
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Develop two theoretically solid algorithms tailored to 
different graph learning tasks. 

2. Hybrid Bregman Gradient Descent (hBPG)

 Feasible method 

 Take benefits from both BPG and eBPG 

 Faster local convergence rate

X  Double-loop algorithm 

  



Hybrid BPG
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Feasibility is directly connected with task performance.

(a) Graph Alignment (b) Graph Partition (c) Shape Correspondence

Source Target
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Bregman Alternating Gradient Descent 
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1. “Operator Splitting” strategy to decouple the Birkhoff polytope: 

2. Alternating projected gradient descent on a new penalized function 

Infeasibility
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10/26/2023 25

Choosing h as the relative entropy, we have closed-form update: 

 Single-loop algorithm 

 Compatibility with GPU implementation, 

 Robustness to the step size (the only hyperparameter)

 Low memory cost 

X  Infeasible method
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Any Theoretical Guarantee?
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Proposition (Luo-Tseng Error Bound Condition): 

where       is the critical point set.  

𝐶𝐶1

𝐶𝐶2

Luo Z Q, Tseng P. Error bound and convergence analysis of matrix splitting algorithms for the affine variational inequality 
problem. SIAM Journal on Optimization, 1992. 
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Theorem: If the point              belongs to the fixed-point set of BAPG, 
then the infeasibility error satisfies 

 
and 
 

Perturbation
Analysis!



Convergence Results for BAPG
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Theorem (Diminish Step Size) If  then the infeasibility error decays

and 
 

Moreau envelope of



Convergence Results for hBPG
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Theorem (Local Linear Convergence Rate) Suppose that the 
sequence              has an element-wise lower bound 𝝐𝝐, i.e., the 
sequence of solutions                generated by BPG converges R-
linearly to an element in the critical point set. 

 I. Sufficient decrease property

II. Cost-to-Go estimate

III. Safyguard property 



Graph Alignment 
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Graph alignment aims to identify the node correspondence between two graphs possibly 
with different topology structures. 
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Graph alignment aims to identify the node correspondence between two graphs possibly 
with different topology structures. 
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Shape Correspondence
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Shape Correspondence
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Take Home Message
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 GW distance: A powerful tool for aligning distinct structured datasets.

 When the sharpness of coupling does not matter, we can sacrifice some 
feasibility to gain both efficiency and accuracy – choose BAPG. 

 When coupling feasibility affects task performance directly, consider 
using hBPG as an alternative.

 Local error bound: A useful technical tool for perturbation analysis to 
facilitate analysis.
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